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threshold, 162
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mirroring, 163
monitoring, 163

POST statements, 257
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end-to-end delivery, 188–194
performance, 173–174
scenario modeling, 181–183
SLMs, 186–188
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repeating, 244

queuing, 81, 91–92, 190
algorithms, 82
business transactions, 230
delay, 191
FIFO, 92
simulators, 182
types of, 81

 

R

 

radio frequency (RF), 277, 280
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reallocation, 184
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UDP, 165
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repairability of MTTR, 65
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CNS delay, 213
deployment, 124
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profiling, 46
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end-to-end delivery systems, 188
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SLAs, 68–73
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defining, 65–66
delivery, 66–67
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streams, 24
TCO, 25–27

reviewing
SLAs, 186–188, 222–224
traces, 237
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RFC (Request For Comment), 303–312
RMON (remote monitoring), 149
rollouts, 115, 185
root-cause analysis (RCA), 142, 150
round-trip time (RTT), 275
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protocols, 83
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RSVP (Resource Reservation Protocol), 
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RTT (round-trip time), 275
rules

capture, 236
SLAs, 130

 

S
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CNS delay reporting, 213
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NetFlow, 165
QoS, 294
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setsockopt, 254
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(SNMP), 147
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models, 45, 52
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compliance analysis, 180
defining, 65–66, 246–253
delivery, 66–67
management, 67–68
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penalties, 187
profiling, 74–76
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SLM (service level management), 9, 62, 186–188
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SMB (server message block), 76
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SNMP (Simple Network Management 
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agents, 148
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soft costs, 26
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SP (service provider) networks, 262
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SPF (shortest path first), 90
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strategies, APM, 10–11
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stress, verifying functions under, 116
sub-branches, transactions, 232
support
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future services, 185
peer, 26
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TCO, 25

suppression of events, 142
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switched port connections, 71
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switching, DLSW, 75
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systems, 13
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design, 25
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management, 141–151
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tasks, 38, 217
TCO (total cost of ownership), 25–27
TCP (Transmission Control Protocol)

ACKs, 254

retransmissions, 255–256
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turns, 37, 243
windows

scaling, 275
sizing, 254

TDM (time-division multiplexing), 95
TE (traffic engineering), 88–90
teams

application-deployment, 13
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technical requirements, 27
technologies, enabling, 180–181
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Telnet, 147, 159
testing. 
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processing, 252
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transactions, 239

time-division multiplexing (TDM), 95
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IntServ, 98–99
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provisioning, 83–84
queuing, 91–92
RSVP, 99–101
TE, 89–90
traffic-handling mechanisms, 81–83
work-conserving queuing, 93–96
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troubleshooting, 198

application monitoring, 198
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toolsets, monitoring, 217
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traces
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tracking
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capturing, 218
Cisco IO traffic-conditioning mechanisms, 136
defining, 177
delivery, 274
dropping, 135
emulation, 287
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network resource allocation, 80
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QoS, 134–137
real-time troubleshooting, 66
re-marking, 135
RSPAN, 164
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simulation models, 45
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trailing data, deleting, 236
trances, cleaning, 236
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flow, 241
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paths, 294

traps, 147
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disaster recovery, 121
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flowcharts, 178
IT organizational, 211–215
jitter, 261
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UDP (User Datagram Protocol), 165
unified views of networks, 176
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upgrades, 221
User Datagram Protocol (UDP), 165
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services, 66

values, business, 231
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virtual environments

creating, 117
scenario modeling, 182
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virtual private networks (VPNs), 65, 86
virtual-environment modeling methods, 50
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