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Components of SAFE Enterprise Network Design

The SAFE blueprint, "SAFE: A Secure Blueprint for Enterprise Networks," was originally published in 2000. Since then, it has become one of the most downloaded documents that Cisco Systems has ever published. The principle goal of the paper was to provide best-practice information to network architects who needed to consider the security requirements of their networks. Unlike previous works, the SAFE Enterprise blueprint is based on the concepts of modularity within the network, along with "defense in depth." The driving motivators in determining the location of security within the design are the analysis of expected threats and the methods of mitigating those threats. The concept of defense in depth supplies resiliency in the overall security of the network because it provides for a layered approach. The failure of one security system is less likely to lead to the compromise of network resources because the security is applied in layers.

The general design of the SAFE Enterprise blueprint includes three primary layers: 

· The enterprise campus 

· The enterprise edge 

· The service provider (SP) edge

Note: The service provider (SP) edge layer is implemented not by the enterprise, but by the Internet service provider (ISP). It is included in the architecture to indicate that specific security features should be requested of an ISP to mitigate certain attacks, but that is beyond the scope of this discussion and of the whitepaper "SAFE: A Security Blueprint for Enterprise Networks." 

The Enterprise Campus Layer 

The enterprise campus is the heart of the overall blueprint. The Enterprise Campus module contains the following components:

· Management module

· Building module

· Building Distribution module

· Core module 

· Server module

· Edge Distribution module

Each of these modules, in turn, provides specific functionality and security within the overall SAFE Enterprise blueprint and is discussed in greater detail in the following sections.

The Management Module

As its name implies, the Management module is designed to provide secure management of all devices and hosts within the larger blueprint design. All logging and reporting information flow from the devices in the other modules to the management hosts, while software updates, configurations, and other similar content flow to these devices from the management hosts. 

The enterprise Management module has two network segments. These segments are separated by a Cisco IOS firewall that acts as both a firewall and a VPN termination point. The segment outside the firewall connects to all the devices that require management. Inside the firewall are the management hosts. Each host runs a copy of host intrusion prevention software to protect the host against attack from the network and from malicious activity that may possibly be done by a user on the host locally. In addition to the management hosts, this segment contains the Cisco IOS routers that are functioning in the role of terminal servers for access to other network device console ports. The external interface of the firewall provides for limited Internet access and for access to secure, in-band management traffic and select IPSec-protected traffic from various hosts.

The management network utilizes an out-of-band network for secure access to devices. By using such a network, the administrator is assured of a secure connection to network devices and servers. Additionally, for systems that cannot be accessed through the use of the out-of-band network, management connections are established using encrypted, secure connections such as IPSec, SSH, or SSL. 

Because the Management module provides administrative access to nearly all other hosts within the network, it is an attractive target for an attacker. In addition to access to other hosts, this module contains configuration information and software loads that may be of interest to an attacker. To mitigate threats to this module, configure access control on the router/firewall that provides in-band connectivity to the rest of the network. Host intrusion prevention systems (IPS) are deployed on all hosts in this module, along with a network intrusion detection system (IDS). Logging is carefully monitored and analyzed to identify incoming attacks.

Mitigating Threats in the Management Module

The following table shows the expected threats and mitigation techniques for the Management module.

Mitigating Threats in the Management Module

	Threat
	Threat Mitigation

	Unauthorized access
	Filtering at the firewall controls traffic in both directions

	Man-in-the-middle attacks
	Traffic isolation in an out-of-band network (or secured through the use of IPSec) mitigates man-in-the-middle attacks

	Network reconnaissance
	Management traffic is isolated to the out-of-band network or secured through encryption, reducing the risk of information being gathered through interception

	Password attacks
	The access-control server allows for strong two-factor authentication across the network

	IP spoofing
	The firewall prevents IP spoofing in either direction

	Packet sniffers
	The switched infrastructure limits the risks of sniffing

	Trust exploitation
	Private VLANs prevent compromised devices from masquerading as management hosts


 Design Guidelines for the Management Module

This table describes the devices in the Management module and the role each device plays.

	Key Device
	Functions

	Cisco IOS router/firewall
	Provides encrypted network access to the end devices. Also filters traffic inbound to the Management module.

	One-time password Server
	Authorizes one-time password information relayed from the access-control server.

	Access-control server
	Provides one-time, two-factor authentication services to the network devices.

	Syslog hosts
	Aggregate log information for the firewall and the network intrusion detection system (NIDS) devices.

	Management host(s)
	Provides for configuration, software, and content changes on network devices, along with IPS on other network-management hosts.

	Network intrusion detection system (NIDS) Director 
	Provides alarm aggregation and analysis for all NIDS appliances throughout the Campus and Corporate Internet modules.

	Layer 2 switches
	Include support for private VLANs. 

	NIDS appliance
	Provides deep packet inspection of traffic within the module.

	Terminal server
	Provides access to the console port of other network devices.

	Network-monitoring host
	Provides SNMP management and monitoring of network devices.


The next sections describe the most common key devices in more detail.

Cisco IOS Router/Firewall

The primary role of the Cisco IOS router/firewall in the Management module is to filter traffic from the rest of the enterprise blueprint modules. The Cisco IOS router/firewall allows for syslog information back to the syslog management hosts, and Telnet, SNMP, and SSH if these protocols are initiated from the inside of the Management module.

Layer 2 Switches 

Layer 2 switches provide end-user systems within the Management module. Private VLANs are implemented on these switches to help reduce the risk of trust-exploitation attacks. 

(NIDS Appliance

Intrusion detection within the Management module is provided by a single NIDS appliance. Both the management and monitoring interfaces of the NIDS appliance are attached to the Layer 2 switch directly behind the router/firewall protecting the management hosts. This enables the NIDS appliance to monitor the traffic coming into and going out of the Management module. The monitoring port is configured to mirror all network traffic from all VLANs that require monitoring. This appliance provides detection and analysis of attacks that originate from within the Campus module and for external attacks that get past the firewall. These attacks could result from the compromise of a workstation with an unauthorized dial-in modem, attacks from disgruntled employees or viruses and worms, or attacks from an internal workstation that has been compromised by an outside user.

Terminal Server 

The terminal servers are Cisco IOS routers that use reverse Telnet to provide access to the console of other network devices throughout the blueprint. This provides for secure, out-of-band communication with routers, firewalls, switches, and other network devices in the design. Additionally, access to the console port provides for access to the ROM monitor mode of these devices, in case a problem arises that requires "near-physical" access.

Management Hosts

The network intrusion detection appliances and the host IDS installed on the corporate servers are managed through the IDS management host listed in Table 4-1. This host provides for alarm aggregation and analysis for all IDS devices throughout the Campus module and the Corporate Internet module.

Other management hosts in the enterprise Management module include these:

· A syslog host for the aggregation of firewall, router, and network IDS logs.

· Alarm aggregation and NIDs configuration, provided by the IDS Director. Additionally, this host provides for configuration and monitoring of host IPS deployed throughout the blueprint.

· An access-control server for authentication services to network devices such as network access servers.

· A one-time password (OTP) server for authorization of one-time password authentication relayed from the access-control server.

· A sysadmin host for configuration, software, and content changes on network devices.

· The capture of SNMP traps and the monitoring of the health of network devices throughout the blueprint, provided by the SNMP management and monitoring host. 

 Design Alternative for the Management Module 

Where complete out-of-band management is not possible, in-band management is required. WHEN in-band management is the only solution, it is necessary to use IPSec, SSH, SSL, or any other encrypted and authenticated transport. In these cases, additional security measures should be carried out on the end devices and through the use of passwords, strong community strings, cryptographic keys, and access lists to control communications to the management services. As an alternative to the Cisco IOS router/firewall at the edge of the Management module, you can use a dedicated firewall. 

Building Module

The Building module is defined as the portion of the network blueprint that contains the end-user systems; telephones, printers, and other network connected devices; and the Layer 2 access devices associated with those network-connected devices. The primary goal of the Building module is to provide end users with access to services.

Mitigating Threats in the Building Module

The following table shows the expected threats and mitigation techniques for the Building module.

	Threat
	Threat Mitigation

	Packet sniffers
	The switched infrastructure limits the risks of sniffing.

	Virus and Trojan horse applications
	Host-based virus scanning and the implementation of host IPS mitigate most viruses and Trojan horse applications.


Design Guidelines for the Building Module

End-user systems represent the largest percentage of network-connected devices in any given network, and applying a consistent network security policy on these devices is a daunting challenge. These devices typically are connected to Layer 2 access switches, which have little, if any, capability of Layer 3 access control. These Layer 2 switches should meet the security guidelines outlined in the switch security axiom discussed in Chapter 3, "SAFE Design Concepts." In addition, the end-user systems should have, at the minimum, host-based antivirus-scanning software deployed and, if necessary, a host IPS. 

This table describes Building module devices and the role each device plays.

Key Devices in Building Module

	Key Device
	Functions

	Layer 2 switches
	Provide for Layer 2 connectivity to end-user systems and IP telephones

	IP phones
	Provide IP telephony services to end users

	User workstations
	Provide data services to users


 Building Distribution Module 

The Building Distribution module provides distribution services to the switches in the Building module. These services include but are not limited to packet routing, quality of service (QoS), and access control. The switches in this module should conform to the security guidelines described in the "Switches Are Targets" section of Chapter 3. This module provides the first line of defense against internally originated attacks.

Mitigating Threats in the Building Distribution Module

This table shows the expected threats and mitigation techniques for the Building Distribution module.

Threats Mitigated in Building Distribution Module

	Threat
	Threat Mitigation

	Unauthorized access
	Layer 3 filtering of specific subnets limits the attacks against Server module resources.

	IP spoofing
	Spoofing attempts are prevented through the implementation of RFC 2827 filtering.

	Packet sniffers
	The switched infrastructure limits the risks of sniffing.


 Design Guidelines for the Building Distribution Module

The switches are chosen so that they provide wire rate filtering of traffic for access control and the use of Layer 3 switching. This access control can prevent unwanted access to sensitive data by unauthorized individuals and can provide antispoofing capabilities within the network infrastructure. Additionally, the Building Distribution module provides for isolation of Voice over IP (VoIP) traffic by defining dedicated voice VLANs that route voice traffic to the CallManager. This prevents sniffing of voice communications and provides effective application of appropriate QoS to ensure smooth voice communication.

The key device in the Building Distribution module is the Layer 3 switch. Layer 3 switches provide for Layer 2 switch aggregation before the core, and also services such as filtering, routing QoS, CAR, and VLAN definition.

Design Alternatives for the Building Distribution Module Designs

The Building Distribution module can be combined with the Core module described in the next section to produce a "collapsed core" design. This can be done based on the overall size of the network being considered.

Core Module

The primary purpose of the Core module is to route and switch traffic as quickly as possible from one network to another. No traffic filtering is done within this module. To protect the switches, follow the guidelines described in the "Switches Are Targets" section of Chapter 3. There are no alternative designs to the Core module in the SAFE blueprint.

The key device in the Core module is the Layer 3 switch, which routes and switches traffic from one network module to another. The primary threat in the Core module is the possibility of packet sniffing. However, this threat is mitigated through the use of a switched infrastructure.

Server Module 

The Server module provides application services to end users and other systems within the blueprint. Because of the nature of the Server module responsibilities, it often gets overlooked in terms of security. However, the servers within this module represent some of the most valuable targets to an attacker. 

Mitigating Threats in the Server Module

The following table shows the expected threats and mitigation techniques for the Server module.

Threats Mitigated in Server Module

	Threat
	Threat Mitigation

	Unauthorized access
	This is mitigated through the use of access-control measures and host IPS.

	Application layer attacks
	This is mitigated by keeping up-to-date with the latest security patches for each operating system, application, and device, and by using host IPS.

	IP spoofing
	Spoofing attempts are prevented by implementing RFC 2827 filtering.

	Packet sniffers
	The switched infrastructure limits the risks of sniffing.

	Trust exploitation
	Use explicit trust arrangements and private VLANs to prevent hosts on the same subnet from communicating unless this is necessary.

	Port redirection
	Host IPS prevents installation port redirection software agents.


Design Guidelines for the Server Module

The systems within this module might have access to multiple VLANs and might contain valuable information such as account names and passwords. Access control to this module might not be as granular in other modules because the nature of some of the applications found here. Because of this, NIDS, host IPS, private VLANs, and good system administration practices should be used in conjunction with access control. The NIDS should focus on attack-sensitive traffic, including but not limited to SMTP, Telnet, FTP, and WWW. The primary benefit of using an integrated NIDS inside the module switching fabric is the capability to see traffic across all VLANs within the module.

This table outlines the key devices used in the Server module and the functions of each.

Key Devices in Server Module

	Key Device
	Functions

	Layer 3 switches
	Provide Layer 3 services such as filters, QoS, VLANs, and private VLANs to the servers. Also provide for traffic inspection through the use of integrated NIDS.

	CallManager


	Provides IP telephony services and call routing.

	Corporate and departmental servers
	Provide services such as SMTP, WWW, POP, file and print services, and DNS to corporate users.


Design Alternatives for the Server Module

You can collapse the Server module into the Core module, if necessary. Additionally, you can install more than one IDS blade in the module switches to help scale the IDS traffic inspection. Finally, if necessary, you can isolate servers within the module through the use of a stateful firewall.

Edge Distribution Module 

The Edge Distribution module aggregates connectivity from the various modules in the enterprise edge layer and routes this traffic into the core. Additionally, this module provides for filtering capabilities of this traffic. The module that is closest in function to the Edge Distribution module is the Building Distribution module, discussed earlier. 

Mitigating Threats in the Edge Distribution Module

This table shows the expected threats and mitigation techniques for the Edge Distribution module.

Threats Mitigated in the Edge Distribution Module

	Threat
	Threat Mitigation

	Unauthorized access
	Control over which subnets can reach areas within the campus is achieved through traffic filtering.

	IP spoofing
	Locally initiated spoofing attacks are limited by RFC 2827.

	Network reconnaissance
	Traffic filters limit nonessential traffic from entering the campus.

	Packet sniffers
	The switched infrastructure limits the risks of sniffing.


Design Guidelines for the Edge Distribution Module

Layer 3 switches in the Edge Distribution module provide for traffic aggregation before the enterprise edge layer and also advanced services. Layer 3 switching for high performance, along with access control for filtering traffic, provides for a last line of defense against attacks aimed at the Campus module from the enterprise edge. Some attacks mitigated here include IP spoofing and route injection. 

Design Alternative for the Edge Distribution Module

As with the Server and Building Distribution modules, you can collapse the Edge Distribution module into the Core module, if necessary. You can place NIDS in this module (as was done in the Server module), if desired, by using line cards in the switches.

The Enterprise Edge Layer

The enterprise edge layer is made up of the following modules:

· E-Commerce module

· VPN and Remote Access module

· Corporate Internet module

· WAN module

 The E-Commerce Module

The E-Commerce module must balance access and security to provide safe and secure transactions for the end customers. To achieve these aims, the E-Commerce module is divided into the following three primary components:

· Database servers

· Application servers

· Web servers

 Mitigating Threats in the E-Commerce Module

This table shows the expected threats and mitigation techniques for the E-Commerce module.

Threats Mitigated in the E-Commerce Module

	Threat
	Threat Mitigation

	Unauthorized access
	ACLs and stateful firewalls mitigate this threat.

	Application layer attacks
	Host IPS software installed on endpoint systems mitigates this threat. 

	Denial of service
	A combination of rate limiting and filtering by the ISP mitigates this threat.

	IP spoofing
	Filtering according to RFC 2827 and filtering of RFC 1918 addresses mitigate this threat.

	Packet sniffers
	The switched infrastructure limits the risks of sniffing. Additionally, the use of host IPS reduces the possibility that sniffing software will be installed.

	Network reconnaissance
	Open and available ports are limited by ACLs, which also restrict ICMP traffic.

	Trust exploitation
	Firewalls enforce traffic communication flow policy in the proper directions and on the proper service.

	Port redirection
	Host IPS and firewall filters limit the effects of these attacks.


Design Guidelines for the E-Commerce Module

The core of the E-Commerce module is a pair of firewalls that divide the module into three components: web servers, application servers, and database back end. 

The web servers are the public, Internet-facing systems that communicate with the customer. The next layer is the application servers that execute middleware programs, providing the transactional capabilities of the E-Commerce module. The application server communicates with the database systems behind the second layer of firewalls using SQL queries. The communication among the various layers is enforced through the policies configured on the firewall pairs. Similarly, the firewalls enforce the communication outbound from the various layers. For example, typically the database servers and the application servers do not need to browse the Internet. As such, only approved communications outbound from the database or application servers to the application or web servers, respectively, are allowed through the firewalls. In a similar manner, the web servers are not permitted to browse the web by the access control lists (ACLs) configured on the routers at the edge of the module.

All the servers in this module should be patched to the latest patch level provided by the various software vendors and monitored using network IDS. Additionally, because the web servers are publicly addressable systems, host-based IPS should be installed to further defend this host from attack.

Beyond the firewall, the edge router at the ISP provides the capability to limit the traffic to the E-Commerce module to the small number of protocols required at the endpoint web servers. The ISP should implement rate limiting in accordance with the SAFE axioms described earlier, RFC 1918 address filtering, and RFC 2827 ingress filtering. 

The Layer 3 switches behind the first firewall set in the module participate fully in the BGP routing decision of which ISP has the better path to a given user. They also provide verification filtering and IDS monitoring of the traffic to the web servers. If the IDS modules in these switches become oversubscribed in terms of bandwidth, it may become necessary to inspect only the inbound HTTP requests instead of the entire traffic stream. 

Host-based IPS is used on all servers in this module to provide a level of protection against application-based attacks. Additionally, the switches in the module can be configured with private VLANs to implement a trust model that matches only the desired communication pattern in a given segment. All management of devices in this module is done out-of-band.

This table describes the E-Commerce module devices and their functions.

Key Devices in E-Commerce Module

	Key Device
	Functions

	Web server
	Acts as the primary user interface for the e-commerce store.

	Application server
	Provides application services required by the e-commerce design and also provides communication with the database server.

	Database server
	Stores transactions, customer information, and other business critical data required by the e-commerce design.

	Firewalls
	Provides network-level protection of resources through stateful filtering of traffic. Provides traffic negotiation and control among the various layers of the e-commerce design.

	NIDS appliance
	Provides traffic monitoring and attack identification and mitigation

	Layer 3 switch with IDS module
	Provides stable traffic routing and control, and up-front attack identification and mitigation


 Design Alternative for the E-Commerce Module

The main alternative design to the E-Commerce module is to co-locate the entire module at an ISP. This provides for significantly greater bandwidth but requires some sort of encrypted communication channel into the module for management. This can be provided by using an IPSec VPN tunnel.

Mitigating Threats in the VPN and Remote Access Module

This table shows the expected threats and mitigation techniques for the VPN and Remote Access module.

Threat Mitigation in VPN and Remote Access Module

	Threat
	Threat Mitigation

	Network topology discovery
	This threat is mitigated by restricting traffic to Internet Key Exchange (IKE) and Encapsulating Security Payload (ESP) traffic.

	Password attack
	The use of one-time passwords (OTP) mitigates this threat.

	Unauthorized access
	Firewall filtering of traffic after packet decryption prevents access to unauthorized ports.

	Man-in-the-middle attack
	The use of IPSec or other encrypted traffic protocols (SSL or SSH) mitigates these attacks.

	Packet sniffers
	The switched infrastructure limits the risks of sniffing.


 Design Guidelines for the VPN and Remote Access Module

The key devices for this module are the firewalls, the VPN concentrators, and the dial-in access servers. Each of these devices is placed on a separate interface of the firewalls for the termination of the access service. The network IDS devices in the module provide for monitoring of attack traffic aimed against VPN concentrators. The only traffic that should be seen coming into this module from the Corporate Internet module is encrypted VPN traffic. NIDS is blind to this traffic because of the encryption; any alarm activation from the NIDS in the forward part of the module indicates a potential threat against the VPN concentrators.

Similarly, the NIDS behind the firewalls is there to monitor traffic that is permitted by the firewall policy. This helps ensure that an attacker does not enter the corporate network undetected.

This table shows the key devices used in the VPN and Remote Access module.

Key Devices in VPN and Remote Access Module

	Key Device
	Functions

	VPN concentrator
	Authenticates remote-access users and terminates IPSec VPN tunnels.

	VPN router
	Authenticates and terminates site-to-site GRE/IPSec VPN tunnels.

	Firewall
	Provides network-level protection of resources through stateful filtering of traffic. Provides differentiation of traffic from remote users and sites.

	Dial-in server
	Authenticates remote analog dial-in users using TACACS+/one-time passwords and terminates connections.

	NIDS appliance
	Provides traffic monitoring, attack identification, and attack mitigation for traffic from remote users and sites.


The VPN and Remote Access module provides for the termination of three remote user access services: 

· Remote-access IPSec VPN

· Dial-in access

· Site-to-site VPN 

Remote-Access IPSec VPN

The remote-access VPN traffic is forwarded from the Corporate Internet module's access routers, which first filter the traffic so that only traffic destined for the VPN concentrators is permitted. The traffic consists of one of several different technologies: 

· IPSec VPNs 

· Point-to-Point Tunneling Protocol (PPTP) 

· Layer-2 Tunneling Protocol (L2TP)

For the purposes of SAFE, the discussion is limited to IPSec VPNs.

IPSec VPNs can use several protocols, including Internet Key Exchange (IKE, over UDP port 500), Encapsulating Security Protocol (ESP, IP protocol 50), or Authentication Header (AH, IP protocol 51) Protocol. IKE provides for the key exchange and the tunnel setup, and either ESP or AH provides for the protection of the transmitted traffic. To work around the difficulties posed by NAT and remote-side firewalling, the VPN traffic is encapsulated in either a UDP or a TCP header and is directed to a specific port on the concentrator. For the purposes of the SAFE design, the remote-access VPN traffic is addressed to the VPN concentrators using IKE, ESP, and UDP 10000. 

Authentication of remote users is provided using the XAUTH extensions to IKE. These extensions allow for remote user authentication before any IP parameters are assigned. Additionally, authentication is done using a one-time password system. When authentication is complete, the MODCFG extension to IKE provides the remote user with an IP address and DNS and WINS server information. In addition to this configuration information, split tunneling is turned off, thus requiring the user to tunnel all traffic, even traffic that ultimately is destined for a site on the public Internet, through the corporate connection. The IPSec parameters used in the SAFE Enterprise blueprint are 3DES encryption and SHA1-HMAC for data integrity; alternatively, AES can be used in place of 3DES because of the improved encryption performance of this algorithm.

Because the VPN tunnels terminate before passing through the firewall interface in the VPN and Remote Access module firewalls, additional filtering can be applied at that interface. Also, as with the other modules, all management traffic is carried in an out-of-band network, if possible.

Dial-in Access 

Dial-in access is provided by one of two access routers in the module. These routers include built-in modems, thus providing for Layer 1 connectivity between the remote user and the network. Authentication is provided using the Challenge Handshake Authentication Protocol (CHAP) and a one-time password, as in the remote-access VPN.

Site-to-Site VPN

Site-to-site connectivity is provided through the use of IPSec-encapsulated Generic Routing Encapsulation (GRE) tunnels. GRE is used to provide a routed link between the sites to carry routing protocol traffic as well as other multicast and unicast traffic. The use of routing protocols in the site-to-site links allows for the detection of link failure. This is done by building two separate VPN links between the remote sites to each of the central VPN routers.

Design Alternative for The VPN and Remote Access Module

Many possible alternatives can be deployed in the VPN and Remote Access module:

· Smart-card authentication

· Biometric authentication

· L2TP/PPTP remote-access VPN tunnels

· Certificate Authorities (CAs)

· Multiprotocol Label Switching (MPLS) VPNs

The Corporate Internet Module

The Corporate Internet module, provides Internet access and connectivity for internal users. This module also provides access from the Internet to information stored on public servers such WWW and DNS. A pair of firewalls in failover configuration provide stateful inspection of traffic. Redundancy is built throughout the module by ensuring Layer 2 and Layer 3 resiliency. Examining the security in this module more closely reveals the characteristic defense in depth approach.

Mitigating Threats in the Corporate Internet Module

The following table shows the expected threats and mitigation techniques for the Corporate Internet module.
Threats and Mitigation Techniques in Corporate Internet Module

	Threat
	Threat Mitigation

	Application layer attacks
	The use of both host IPS and NIDS mitigates this threat.

	Virus and Trojan horse applications
	Antivirus filtering at mail servers and host IPS provide threat mitigation.

	Password attacks
	OS and IDS can detect brute-force attempts. The number of access services also should be limited.

	Denial of service
	This is controlled with rate limiting by the ISP and with TCP setup controls at the firewall.

	IP spoofing
	RFC 2827 filtering and RFC 1918 address filtering by both the ISP and the enterprise mitigate this risk.

	Packet sniffers
	The switched infrastructure limits the risks of sniffing.

	Network reconnaissance
	NIDS detects reconnaissance activity, and service and protocol filtering at the edge reduces the effectiveness of this activity.

	Unauthorized access
	Filtering at the edge router, at the firewall, and by the ISP helps mitigate this threat.

	Trust exploitation
	Restrictive trust models and the use of private VLANs help limit the effectiveness of this attack.

	Port redirection
	Host IPS and restrictive filters limit the effects of these attacks.


Design Guidelines for the Corporate Internet Module

The ISP routers provide egress filtering as specified in RFC 2827 and also filtering of RFC 1918 address spaces from the ISP cloud to the Corporate Internet module. In addition, there are rate limits on nonessential traffic. This helps mitigate against denial-of-service (DoS) and distributed denial-of-service (dDoS) attacks. Basic filtering is configured at the ingress of the first routers to the module and with RFC 1918 and RFC 2827 filtering. Any IPSec traffic destined for the VPN and Remote Access modules is permitted through.

The network IDS appliances provide for Layer 4 through Layer 7 inspection; however, because of the filtering done at the edge routers, they can focus their attention only on the protocols allowed through the edge. The alarm levels on the signatures of the NIDS outside the firewalls are set lower than those same signatures on the NIDS inside the firewall because signatures seen here represent attempts at attacks instead of successful penetration of the firewall perimeter.

The firewalls in this module provide for additional filtering of traffic into the corporate network and to the publicly available servers. Placing the servers on a DMZ leg off the firewalls both limits traffic to the servers and sets up egress filtering specifically designed to prevent unwanted outbound connections.

The content inspection segment traffic is limited to URL filtering requests from the firewall to the URL-filtering server. This device inspects outbound traffic against a database of permitted sites and instructs the firewall on whether to permit the traffic.

Both the public services segment in the firewall DMZ and the segment behind the firewall have NIDS deployed in a more restrictive stance than the NIDS directly behind the routers. This is because attacks that these devices see are application layer attacks and have made it through the firewall's filtering policy.

Finally, all hosts should be locked down and patched to the latest patch levels, and host IPS should be deployed to help prevent an attacker from compromising the system.

The key devices in this module are listed in the following table.

Key Devices in Corporate Internet Module

	Key Device
	Functions

	DNS server
	Authoritative external DNS server; relays internal requests to the Internet.

	FTP server
	Provides public interface for file exchange between Internet users and the corporate network. Can be combined with the HTTP server to reduce cost.

	Firewall
	Provides network-level protection of resources through stateful filtering of traffic. Can provide remote IPSec tunnel termination for users and remote sites. Also provides differentiated access for remote-access users.

	HTTP server
	Provides public information about the enterprise or the organization. Can be combined with the FTP server to reduce cost.

	SMTP server
	Provides e-mail service for the enterprise by relaying internal e-mail bound for external addresses; also can inspect content.

	Layer 2 switches
	Provides for Layer 2 connectivity within the Corporate Internet module. Also provides support for private VLANs.

	NIDS appliance
	Provides for deep packet inspection of traffic traversing various segments of the network.

	URL-filtering server
	Provides for URL-filtering services to the enterprise.


Design Alternatives for the Corporate Internet Module

Several alternative designs exist for this module. Placement of the NIDS appliances in front of the firewall might not be required. This is particularly important if no filtering is being done before the firewall. If filtering is done on the edge routers, the NIDS provides the capability to monitor this filtered traffic and to alarm only if an attack is seen in the filtered traffic. Alternatively, it is possible to turn on all the signatures in the NIDS database and set the alarm levels for attacks on services blocked by the router to a higher level than all others. This is known as a reverse policy. 

The NIDS monitors all traffic coming in, even the traffic filtered by the router. If the NIDS sees traffic that should be filtered, a serious policy violation has occurred and the NIDS should raise the highest possible alarm to indicate that a significant event has occurred. Alarms from this NIDS probably should be logged to a separate management station because the number of alarms generated would be greater than those generated by internal NIDS. The number of alarms from the external NIDS easily could overwhelm the number of alarms generated by the internal NIDS, and internal alarms might go unnoticed.

The WAN Module

The WAN module is used to provide connections to remote locations or extranet partner networks. Frame Relay encapsulation is used, and traffic is routed between the remote and central sites.

Mitigating Threats in the WAN Module

The following table shows the expected threats and mitigation techniques for the WAN module.

Mitigating Threats in the WAN Module

	Threat
	Threat Mitigation

	IP spoofing
	This is mitigated through Layer 3 filtering.

	Unauthorized access
	ACLs on the WAN router limit the types of protocols and services that branch networks have access to.


Design Guidelines in the WAN Module

Security in the WAN module is provided through the use of ACLs and additional Cisco IOS security features. Inbound ACLs restrict what traffic is permitted into the enterprise network campus layer from the remote locations, and outbound ACLs determine what traffic from the enterprise campus layer is permitted to reach the remote networks. Some of the additional Cisco IOS security features include the firewall feature set, which provides firewall capabilities within the router, in-line IDS capabilities, TCP SYN flood attack mitigation, and IPSec VPN tunnel termination.

Design Alternative for the WAN Module

The only alternative to this design is to use IPSec VPNs for all WAN connections to remote sites.
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